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Unxversxty of Brltlsh Columbia, 12-14 August 1974.

[Note: This is an extremely rough and extremely tentative first draft. To
protect yourself, you should consult with the authors before citing anything
in this paper since we are reserving the right to change our opinion on
anythlng stated herein. We should also point out that neither of us is a
specialist on either Northwest Coast languages or cultures. We are primarily
addressing ourselves to a methodological problem; we are using Swadesh's
data, and so our substantive results can only be as good as his data
(although, of course, our results could be worse than his data--but we hope
not.) ]



I The Problem

In 1950, Morris Swadesh presented ; classification of Salishan languages;
his classification was based on percentage similarities in 'selected basic
vocabulary®' of all pairs of thirty Salishan languages and dialects (see
matrix of similarities, Table 1). 1In 1962, Dyen proposed a gecneral procedure
for classifying languages into family trees based on the same kind of data as
Swadesh used; Dyen in fact cxemplified the method with the use of Swadesh's
matrix of similarities for the thirty Salishan languages. In 1969, Jorgensen
using a different procedure--one  based on the work Of numerical taxonomists
in biology--provided a thitd classification of the same thirty languages.
Swadesh, Dyen{~éna Jorgensen allzréalized that the data used--the matrix of
similarities--reflected for the most part two distinct kinds of historical
processes: genetic drift and~b6rrowing. While Swadesh and Jorgensen did
not distinguish between the effects of drift and borrowing in their class-
ifiqafipns; ;a;hér‘ietting them reflect the_effects ofvboth,vDyeh did attempt
to eliminate particﬁlér simila:ities‘values which were judged to be 'inflated'
by‘botrowihg; It is oﬁr purpose in this paper to pro&ide yet a fourth
classification of £he same matrix of similarities of Salishan languages,
one which we think an improvement on the earliest classifications, especially 4
in distinguishing the effects of borrowing from the effects of drift.

Because of doubts about the adequacy of the Salish data, we are not so much
attempting to definitively classify the Salishan languages ( see Dyen 1962:
256, footnote 7 on Swadesh's doubts about the data) as to present a method.

We will outline the problem first, by briefly discussing the classifications
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and classification methods used by Swadesh, Dyen, and Jorgensen. Second, .
we will describe our method and the’ assumptions on which it is based.

Third, we will describe the major differences in classifying Salishan
languages that our method yields as compared with the results of the earlier
methods; we will give our reasons for thinking our classification preferable'
to the earlier ones. Finally, we will indicate what further work needs to
be done in the way of improving on the method and testing it. Throughout
our discussion we will be making use of special and novel assumptions about
the nature of the data and the workings:-of our method. Some of these
assumptions are certainly subject to debate. However, insofar as they

place strong constraints on the data, and insofar as these strong constrain§§ :
are met, we infer some support for the assumptions.

It was Swadesh's purpose in his 1950 paper to determine "...the degrees
of relationship or the strétch of time needed to account for the formation
of [the Salishan] stock" (Swadesh..1950:157). To this end he applied the.
assumption and formulae of what came to be called 'glottochronology' to
his similarities matrix. His results included a classification and a setib“sw
of accompanying ‘'indicated timé depth periods'. Like Dyen and Jorgensen, i
we will not rely on any method aimed at discerning time depth because of & ..
the serious problems of inferring time depth; we will discuss only Swadesh's
classification. This is possible because the 'indicated time depth periods'
and the 'percent of cormon vocabulary' are monotonically (inversely) related,
giving the result that the classification can be viewed in terms of either.

In this paper in other words, we will be doing 'lexicostatistics' but not
'glottochronology'. Although Swadesh does give numerical criteria--expressed

as 'units of linguistic distance'-~for his clusterings into 'languages’',
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and languagé ‘groups’, ‘'branches'; and 'divisions', his.classification .
method seems to have been "largely impressionistic. :What we mean by
‘impressionisﬁic"can be scéen’ from the following hypothetical example.

"Imagine that three languagés-Ll, Ly

a grouﬁ 'A' on the basis of having higher similarity values among themselves

than ﬁithany other languace. Imagine further that two other languages,

L, and L., are candidates for inclusion into a grouping B which includes

4 5’
grouping A. If genetic drift and no other factors were operating in a very
idealized world, we might expect the percent of common vocabulary values

for the paifé L,-L4, L2-L4, and L3-L4 to all be the same as would .the

1
values L1-L5, L2-L5, L3-L5 all'be the¢ same. There would then be. just two
values to consider, the value for L4 with A and the value for L5 with A;
we simply chobse‘thé'léfgef value and include the language associated with
that value in the new B ¢clustering. ~The non-included language would either
be included in a later grouping with ‘the lanquages of A and B, presumably
reflecting an earlier common ancestor or more rapid divergence. from the
ancestor, or it would go in some other grouping. But we know that the .
similarities data are not so simple and :that borrowing, and other factors,
offset the éimpie effects of ‘drift. Assume, then, that the percent of .

common voéabulary’values for our hypothetical example are as follows: .

Group A

L4 58 57 75

and L3 have. been clustered.into .
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Given such a situation, what criterion might Swadesh have used in decidlng

whether L4 or L5 is the more closely related to A? Among, the criteria

applicable to this situation are the following possibilities:

1) Choose the language (L, or L_) with the largest average (ot'
some .other measure of “central tendency) value with the
languages of cluster A. '

By this rule, Ls'would be selected.
2) Choose the language with the largest single value with the
languages of cluster &.

By this rule, L4 would be selected on the basis of its value with_LB.

3) Choose the language with the largest minimum value with any of
the languages of cluster A.
By this rule, L_ would again be selected, on the basis of its value with L

5

We do not know which of these criteria Swadesh used in developing his

3

classification. He appears to have used.some kind of central tendency
criterion in many instances. Howeﬁer, he does giVe cne important basis
for deciding which kind of rule to follow in some instances.

Swadesh says that 1f twoklanguages have been in close contact for a
long time, they will have 1nfluenced each other either with the effect that
both languages will have changed less rapldly than other languages which
dld not have a 51m11ar contact situation, or w1th the effect that the two
languages will have changed more rapidly than other languages; in both
events‘the two lancuages will trend in the same direction. Under such
conditions Swadesh suggests nslnq a minimum similarities value (rnle'3
above, or perhaps rule 3 combined with rule l), ‘thereby not allowing the
increase in 51m11ar1ty of palrs of languages in close contact to blas the
cla531f1cat10n away from a 'pure' genetlc one. We doubt that Swadesh used

this insight in his classification in any systematic way; both the
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classification and his discussion of it appear to mix the effects of drift
and borrowing. But in‘our proposed method the insight is fully.applied. ‘

Swadesh's classification gives four diyisions of Salish: Bella Coole,
off to the north and separated from'the other Salishan languages; the Coast
Division with five branches (North Georgia, South Georgia, Puget Sound, Hood
Canal, and Olympic); the Oregon Division to the south (represented hy
Tillamook) and separated fromhfhehcthers; the Ihterior division, east of
the Cascades. The full classification is given in Table 2 (with Swadesh's
abbreviationswécr'the languages.tiwj"

Unlike Sw;éeeh}ﬂbyen gives a fully explicitiprOcedure'fcr;certYing a
famlly tree from a matrix of 51m11ar1t1ts. We need not glve e complete
presentation of hlS method but w1ll instead focus on its two aspects that
are most.pertlnehtwto comparisons with Swadesh's, Jorgensen's, ehqpour
methods. Both of these aspects are indicated in the foilowing rule Dyen
developed:

P

If languages A,B...N constitute a group, their respective
percentages with the same non-member are averaged, except
those that are demonstrably distorted (Dyen;}962 156?
First, Dyen is using averages (rcle 1l above) rather than mexima orlmihima
in figuring the similarities values of non-members withumemhers or:preyiouely
formed clusters. Second he ellmlnates from the everaglng percentages
which are judged to be inflated by borrowing [thc 'dlstorted' percentages
in the above passage]- 4...borrow1ng is a 90351ble explanatlon of the
fact that two members show 31gn1f1cantly different erCcntages w1th the
same non-member"” (Dyen 1962:15§)f HAs with Swadesh's ;n51ght on‘the use of

minima mentioned above; it 1s presumed in Dyen's method that there is no

large systematic force whlch would decrease s1m11ar1ty values in the way
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borrowing would increase them. It remains only to note that Dyen uses a .

rule-of-thumb value of 9.5% as a lower level of 'significant difference'

between two similarities values. Dyen's resulting classification is quite .

similar to Swadesh's, but with the following differences which Dyen considers

substantial enough to support his classification over Swadesh's (see Table
3). First, Swadesh has his Lkungen Group (Lm,; Lk, Cl) with Squamish and
the Nanaimo Group (Fr, Nn) in his South Georgia Branch (with Nt); Dyen
places his Lkungen Branch (Lm, Lk, Cl) separate from his South Georgia
Branch (Fr, Nn, Sq, Nt) Dyen thinks that Swadesh's results were biased by
inflated percentages of Lk-Fr (53%) and Lk-Nn (54%); these rhree languages
(Lk, Fr, Nn) are contiguous spatiallf on the eastern end of Vancouver
Island. |
Second, Swadesn combines his Setsop Groun (Cw; Ch, Sa) with Lo and‘Qu

into an blympic branch; Dyen.keeps tnese two clusterings'apart "...because
their‘common hignest percentage, 43%, is nor significantly differenﬁ'froﬁ-
the Satsop Branch's next highest percentage 38% with Twana, thls be1ng
Twana's highest percentage" (Dyen 1962:161). Thlrd Swadesh treats Li,
the Thompson Group, the Okanagon Group, Cm, and Cr as ccordinate members
of the Interior DlVlSlon whlle Dyen places Cm and Ccr w1th Sp, Ka, Pe, and
Ok (Columbia Branch) and Ll w1th Th and Sh (Llllooet Branch), since thel
latter clustering 1sv1n splte of inflated percentages of Cr—Ka,;Cr—Pe,

Cr-Sp, it can be surmised that Dyen s mode ofbaveraglng values and his use
of the 'significant dlfference rule are what caused the clusterlng whlch
yields the Columbia Branch rSlnce Dyen finds so few values 1nflated by

presumed borrowing and since, in the case of the Interior lenguages,

N S
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clusterings are made in spite of inflated percentages,’it would appear- that:
his averaging'andlthe ‘significant difference' rule account for the bulk of
the differences trom Swadesh; without the 'significant difference' rule,

Dyen's clusterings of the Coast languages would be practically identical

with Swadesh's.’ P

Jorgensen brxeflv descrlbes hlS method in these terms:

Treelike diagrams are determinéd by a nonmetric technique for'
finding the smallest euclidian space for several points....
Briefly, all the unit palrs in‘the sample are scanned and the:
pair with the highest, i.e., closest, coefficient is joined.
Then the distance between the nearest actual number of each
pair is measured to the centr01d of the other pair and attached
at the center of grav1ty...;‘ e

(Jorgensep 1969:123)
Although we have not examined the computer program Jorgensen used, we can

guess from the above statements and from Jorgensen s classmflcatlon that he

,,,,,

that his results are diffe;ept_from 8wadesh's and Dyep s in haylng_mapy more
‘nodes', or points of divergence. This makes Jorgensen's resultsjeqd those
of Swadesh and Dyen somewhatodifficult to compare; but while Swadeshls:;

and Dyen's schemes describe the data less fully, Jorgensen s scheme,.
especially at the higher levels, can be collapsed to give results comparable
to the other two claSSLflcatlons. Jorgensen, like Swadesp, ﬁes not

attempted to differentiate genetic drift from borrowing io hls classification
[although he does treat borrowxng separately, by means of a contact |
interval' alysls technlque dev1sed by Elmendorf 1965] however, despite

von

his disavowal, his use of tree diagrams with one-many mappings does indicate

S

genetic-type as opposed to borrowing relations.

Jorgensen s results are glven in Flgure l. Note
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Jorgensen's procedure retains the same four divisions of Swadesh and
Dyen: Coast, Interior, Bella Coola, and Tillamook.  Jorgensen's classifica-.
tion agrees with Swadesh's in the South Georgia Branch clustering (including
Lkungen Group with Sq, Fr, Nn, and Nt) and in the Olympic Branch clustering
(Lo, Qu, Sa, Ch, and Cw); Jorgensen agrees with Dyen in the Lillooet Branch,

Columbia Branch clusterings within the Interior Division.

II Our Method

Thegeiare two kinds of tasks thet one cou1d>ask ofva clustering
techn;quef One ie to produce a configuration that as accurateiy as possible
summarizes (or can feproduce) the inputted similarity data;va-second task
is to produce a configuration that represents as accurately as possible
some posited underlyihg reality in a sitﬁation ih which that reality (at
least in part) produced the inputtea>similari£iee.

The first task is e.purely formal ooe;>and is relatively self-contained
in the sense that one can compare the output of the clustering technique
with the inputted data and without externel information immediately,‘
determine how well the.ciustering techoique did its job.. Soccess at this
task in no way depenes on the content of the specific 51m11ar1t1es (as
opposed to the relatlve sizes of the numbers) or of the reallty which they
are supposed to represent. | . ‘

The second task differs in several respecté from the.first. 'Firet;Av
it is not self-contained; information beyond ehe inputted similaritieé.is
required for the evaluation of its success. This extrabinformation wiii.

be precisely the information that is being sought--which is to say that in

practice there will be no possible direct test of the success of the teehnique;
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one will have to rely on indirect tests iyvp}ying the consistency of this
solution with other information that one has about‘tbe posited_underlying
reality. One can devise simulations to direqt;y evaluate the adequacy of
techniques for the performing of this task, put_guch evaluatipps are only»
as. good as the simulations are insightful an@ gomplete.

One should note that a best solution tgv;pe figst tgsk is not necessar-
ily best for the second. The two tasks are equivalent only when the
particular underlying reality is the only source of the similarity data,
and when errors (whether of measurement or of “the process by which the
ﬁgdérifing ré;lfﬁi'ﬁroduces theISiﬁiiéfity>da€a)’éfe’randomly distributed.’ -
If errors are considered to be non-random, thén ‘one would like ories
technique to take account of the error bias.' ‘If séveral different under-
1yin§.£ealities coﬁbiﬁeiéﬁ produée the simiia%ié§‘data; then one would:
like one's technique to filter out the separate effects of each, ‘or at
ieast to isblate‘the:é%%écté of the'particulafESOUrce of similérify that
one is primarily concerned with. In any of these cases, the best represen-
tation cf a paiticular underlying reality will be different from the best -
direct répresentatioh’of the inputted similarity data because one will be'
assuming that the inputted‘data is biased and bécause one will be trying =
to take aaééuht:of that bias. These considerations of error and of = = i
variables other than the one being studied also preclude ‘any general solution
to this‘fask,'even for‘é éingle éiusﬁering techniqué*—thétiis, the best
solution Qfli'véry.frbm'bhe empirical problem to another, ‘depending oh
theﬁéhgbefdfibfhér undéfiYiﬁg variables, and the kinds ‘of error bias

assumed. EE

F
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Jorgenseﬁ's pfécéduré retaiﬁsjthe samé four divisions 6f 3waéeshAaﬁd
Dyen: lCoaét; Interior, éella Coola, and Tillamook. :Jorgensen's classifiéa4
tion agreeé ﬁith Swadesh's in the South Georgia Bfanch clﬁétering (inciﬁaing
Lkungén Gréup with Sq, Fr, Nn, and Nt) and in the Olympic Branch clustefing |
(Lo, Qu, Sa, Ch, and Cw); J;rgensen agreéé'&ith Dyen in tgé Lillooef Bfahch,

Columbia Branch clusterings within the Interior Divisibn.

II Our Method

There are two kinds of tasks that one could ask of a clustering
technique.. One is. to produce a configuration that as;accuratelyaas possible
summarizes (or can reproduce) the inputted similarity data; a second task
is to produce a configuration that represents as accurately as possible
some posited underlying reality in a situation in which that reality (at
least in part) produced the inputted similarities.

The first task is a purely formal one, and is relatively self-contained
in the sense that one can compare the output of the clustering technique
with the inputted data and without external information immediately,
determine how well the clustering technique did its job. Success at this,
task in no way depends on. the content of the specific similarities (as,
opposed to the relative sizes of the numbers) or of the reality which they
are 'supposed to represent.

The second task differs in several respects from the first. First,.
it is not self-contained; information beyond the inputted similarities is
required for the evaluation of its success.. This extra information will . .

be precisely the information that is being sought--which is to say that in

practice there will be no possible direct test of the success of the technique;
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one will have to rely on indirect tests involving the gonsistency of th§s
solution with other information that one has about the posited_underlying_
reality. One can devise simulations to directly evaluate the adequacy.ofw
techniques for the performing of this task, but‘such evaluations gre_oniy
as -good.as the simulations are insightful and qomplete.

One should note that a best solution to the:fi;st task is not necessar-
ily best for the second. The two tasks are equivalent cnly when the
particular underlying reality is the only source of the similarity data,
and when errors (whether of measurement or of the proées%’by‘Which the
underlying régli;y produces the similéfi¥yidata)'are randomly distributed.
If errors are cénsidered to be non-réhdomf éhén 6ﬁe=WOu1a like ones
technique to take éccéunt of the error bias. If several different under-
lyinérrealities comsine te produce the similafity'daté}“then one ‘would
like one's technique to filter out the sépéfaté‘effécts of each, or at
least to isolate the effects of the'barticular;sbutcé of similarity that
one is primaiily cohcééﬁed with. 1In any of these casés, the best repreéen-
tation of'é paxticulaf:énderlying rééiity will be aifféfént'ffdm the best
directvrepresentatioh'bf the inputted éiﬁiléfify data because ‘one will be
assuming that the iﬁputtéé data is biased and becausé oné will be trying
to.takeyéééount 6fvtha£ bias. %hesé consideratidné of error and of
variables other than the one being studied also preclude any geéeneral solution
to this'task, even for a éingle clustering technique--thét is, the best
soiution Qiil!§ary‘ffsﬁ one empiriéal'pioﬁiem'tc énbther,'depehding'On
the shape of 6£hef‘hﬁdé;iyithVariables} and the kinds of error bias

assumed.

NN A T
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In this paper we arelconcerned'with relations'amonélianguages; in
particular we are concerned with tne prebien'of.sub-groupinqe-i.e. the
problem of.deterﬁining the;nrecise interrelations of a set of languagesv
that are alreadv known te be genetlcally related to one another. The
51m11ar1ty data that we are using con51st of percentages of shared basxc
vocabularyv(calculated by Swadesh, as ekblained above). TwWO languages can
share an 1tem of vocabulary a) by both 1nher1t1ng it from a common ancestor
(where ever‘that ancestor got 1t from),r b) by one borrowing it from the
other, or both borrowing it from scme third source, c) by means ofLsome
sort.of.universal‘;rocess of sound symbolism,“cr.d) by chance. In this
paper we are assuming that the effects cf.c:andvd'are snall enough to
ignore (except as a{residue):‘ Welarevaisc assuminq that at any'given time}'
depth a language.has one and only cne narent, and thus.tnat the family tree .
of any group of ianéuages will map frcm a unique beginner (proto—languaéefrﬂ
through a seriesvcf one-to-manf nodes (otner later protc—languages) to the
set of existing lanéuages. We make tnis assumption of a taxonomic kfnd‘cf
structure a) because in erAer te select an appropriate kind of clusterin§
technlque we have to know what klnds of clusters we are looking for, and
b) because thlS is the kind of structure traditionally p051ted in h15tor1ca1
llngulstlcs. :

Different kinds of clustering programsAare sensitive to different
kinds“of structures. For examéie, muiti?aimensional‘scaling can provide an
n—dlmen51onal.snatral representatlon (for a smallest n) of 'the relations
among alnumber of poxnts, but 1ts constralnts -break down as ‘the number of

e

p01nts approaches the number of dlmen31ons. Multl-dlmen51onal scaling,
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thus, is useful for finding paradigmatic type structures (in which a small )

number of dimensrons lntersect to.produce a-larée number of points andvin‘ |
which all dlmens1ons are relevant to all poxnts), but is 1ncapable of

finding tarononlc type structures (1n which the number of dlmen51ons or o : ;

. -4

distinctive features is only sllghtly less than the number of p01nts, and . ;

- _ v . :

in which each dimension is only relevant tc one node--and thus only to the

points dominated by that node). Hlerarchlcal clusterlng, on the other hand i

is partlcularly sen51t1ve to taxonomlc type structures, ‘and 1ncapable of !
finding truly paradlgmatlc structures. | ‘ ?
In the case of the present problem, we Will use a hierarchical‘c1uster-
ing technlque to flnd.the genetic (famlly tree) relations among the Sallsh o ;
languages; we w1ll assume that the remaining ba31c vocabulary 51m11ar1t1es
not accountea for by this tree are the result of the other three sources of
51m11ar1ty that we descrlbe earller, of borrow1ng in partlcular. We w1ll, ’ g

then, 1ook at the hlstory and geography of the language communltles in

guestion in order to see how llkely such borrowing is and to see how un-
llkely it 1s that borrow1ng‘prov1des an effectlve alternatlve theory to ' !
our postulated genetlc relatlons. Such an examination will necessarlly

1nvolue a few assuhptlons concernlng the condltlons ‘under which vocabulary

(especrally "ba51c vocabulary ) borrow1ng takes place; at the approprlate

time we w1ll state what our assumptions are.
We want then, a hlerarchlcal clusterlng technlque that is most likely -
to glve us a true p1cture of the genetlc relatlons among Sa11sh languages.gh

i

Such a technlque w1ll not be the technlque whlch best reproduces the 1n-

putted 51m11ar1ty eata since we are assumlng that that data is the product o

i

of (non-taxonomlcally structured) borrow1ng as well as of the genetlc
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In this paper we are cgncerned with relations among languages; in
particular we are_conéerned witp the problem of sub—groupingf—i.e. tﬁe»
problem of determining the precise_interrelations of a set of languages
that are al;gady known to be genet;pally rglated to one another. The
similarity dqta thgt we are using consist Qﬁ éercentages of éﬁared basic
vocabulary:(calqulated by Swadgsh,yas explg;ned above). Two languages can
share an itemfgf vocabulary a) by both iqhe;iting it from a common anéestor
(where ever that ancestor got it from), b) by one borrowing it from the
other, or both borrowing it from scme third source, c) by means of some
sort of universal process of sound symbolism, or d) by chance. 1In this
paper we are assuming that the effects och and d are small enoggh_tq |
ignore (except as a residue). We are alsq_asguming that at_any giveg»time
depth a language}has one and only cne parent, and thus that the famii&_;regy%_
of any group of languages will map from a unique beginner (pfoto-language)
through&; series of one-to-many nodes (cther later proto-languages) to thé
set of existing languages. We mgkg:this assumption of a‘taxonomic gind cf
structure a) because in order ?Q:select an appropriate kind qf clgstering
technique we have to know what kinds of clusters we are looking for, and
b) because this is the kind of st;uéturg traditional;y.positeé in historical
linguistics. | |

Different kinds of c;ustering programs are sensit?ye to diffe:ent
kinds of structures. For example, multi-dimensional scal#pg can_érovide an
n~dimensional spatial repxesentation.(foy a smallest n)rof the relaFioﬁs.
among a number of points, but its conéprain;s break ggﬁnygs thé number of

points approaches‘the nurber of dimensions. Multi-dimensional scaling,
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thus, is useful for finding paradigmatic type structures (in which a small
number of diuensienslinrersect to produce azlarge number of points and in
which all‘dimeneious‘are reieuanr to ail points), kw: is incapable of
finding taxcnomic type structuresb(iu which the nurher of dimensions or
distinctive featuree is enly slightly less than thc 1umber of pcinte, and
in which each éimension ie only relevanu to cne node --and thus only to the
points domlnated by that node). Hiererchieal cluster'nv, on the other hand
is partlcularly sensitive to taxonomic type structuree and incapéble of

finding truly paradigmatic structures.

In the case of the preseht problem, we will use a L evarchical cluster=

ing technlque to flne the genetic (family tree) relations among the Salish’

languages, we w1ll assume that the remaining ba51c vocabu &ry similarities

not accounteo for by thls tree are the result of the other ¢ aree sources of

2y

51m11ar1ty that we describe earlier, of borrow1ng in partlcx.ar. We will,
then, look at the hlstory and gecgraphy of the 1anguage com: ¢ iities in
questlon in order to see how 11kely such borrowing is and tc¢ -'‘ee how un-
llkely 1t is that borrowing provides an effective alternativ: theory to’
our éoetulaued éeneiic reletiouE. Such an excmination will e zessarily
involvebavfew assuupuions concerniué the condi.tions under wh.‘h vocabulary
(especially “easieruoeaﬁuiary“f'5orrowihg tak :s place} at ‘th: appropriate
time we will state what our assumptions are.
We want, then, a hierarchical clusterinj techniqué that is most likely
to give.us‘e true bieﬁure of the genefic're?etions amohg Sa.¥ sh ‘languages. -
Such a technlque wxll not be the technlque ¥ ich best reprcd ices the in-

putted 51m11ar1ty eata since we are assumi .c that that data is the’ product

of (non-taxonomically structured) borrowin + as well as ofitie'genetit




PR NS Al il e S

-12-
131

relafionsfébtaiﬁing amoné the languages. We will need independen£ hééns of
evaluating the fit. We want a technique that will filter oﬁt ﬁhe éffecés‘
of Borrowing. In order to find such a technique we must first ascertain thé
effééés that borrcwing would have on.a table of similarities that otherwise
only £eflec£ genetic relaﬁiéns. We can then‘look fof a method which is
least infiueﬁced by these sﬁecific effects.

With the preceding goal in ﬁind, now let us turn to thé Johnson
Hieraréhical Clustering program (Johnson 1967) . This.program constructs
trees by two different methods. Both methods usé as data.a similarity
matrix in which larger numberé represent greater similarity (correl;tion
coefficients, percentage of shared‘vbcabulary, or etc.). The methods work_
down from the highest similarity levei in the table to the lowest. The
items which are similar to one another at thé highest similarity théf level
are joined together into a cluster; that cluster becomes a unit for subsequent
clustering. Both methods then gé to the next highest similarity joining
those itemé into a cluster (either fcrmihg a new cluster, joining new
items into existing clusters, or jeininé fﬁélcr more existing clusters
into a new, larger cluster) which also“becomes.a unit fér subsequent
clustering, and then to the next highest siﬁilarity, and so forth until
all the separate iﬁem§ have been joined‘into one single cluster. The
program indicates in ifs output the ievels cf éimilarity at whiéh thg
successively mofe iﬁélusive clgsters were coﬁstructed. The two metﬂoas‘
differ in the cfiteria‘by wﬁicﬁ.neﬁ'i£ems get.joined into exiéting
clusters and bvahich‘existing clgsters get jéined into lafger clusters.

In the firét ﬁetﬁod, thevminimum or éénnectedness method, a“new items is

joined into an existing cluster at the highest similarity level at which
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it is similar to. at least one item already in the cluster.: Similarly, two"
clusters .get joined together at the highest level at which at least one
item from one cluster is similar to at least one item in the other cluster. °
The minimum method constructs its clusters according to the highest=51milar4
ity level of items in exiting clusters to other items.. In the other method,
the maximum or diameter method, a new item get joined into an existing
cluster at: the highest similarity level at which it is similar (at that
level or.a higher level) to all items already in the cluster. Similarly,
two clusters get joined together at the highest level :at which all items

in the one cluster are similar (at that level or -a higher level) to all
items. in the new cluster. The maximum method doés not-:join a new item -
into an existing cluster until it reaches a similarity level at which the
item is similar to all items already in the cluster, i.e. until the level
of the new item's lowest similarity to an item already in the cluster.
Other methods exist (though not used by the Johnson program) which join

new items to existing clusters according to the level of one or another
kind of average value of the similarities of new items to items already

in the cluster. (cf. Sokol and Sneath 1966). The reader is asked to keep
these abstract descriptions in mind for the moment; we will later examine

some concrete examples of the use of the minimum and maximum methods.

Let us compare the two methods. If the imputted data is produced by :.

a true taxonomy and if the similarity data accurately represents that: -
taxonomy, then the. two: methods of the Johnson program should produce
exactly .the same results; the highest similarity value of a new item
with any item in an existing cluster should be the-same as the:lowest:

o e:"

P . w.

Ca e W




- -l4- 133

similarity value of the new item with any itme already in fhe cluster. In
other words, if the cluster already contains horses, cows, foxes and tigers
and if the new item 'is red snapper, then both methods should join red
snapper in at exactly the same level since the taxonomically relevant
similarity is between fish and mammals, and since a fish is exactly as =
similar to one mammal as to any other mammal ("similar to" means "closely
related to" in this case). Similarly, a cluster containing red snapper,
trout, and flounder would be joined by both methods to our horse, cow, fox,
tiger cluster at exactly the same point as was red snapper alone--for the
same reason. Figure A below illustrates this situation.

o S Fig A
Similarity Matrix:

Hor Cow Fox Tig Tro RSn Flo

‘Horse

Cow H

Fox ’ M M

Tiger M M H

Trout L L L L

Red Snapper L L L L M
Flounder L L L L M M

High (H), medium (M), and low (L) indicate relative similarity levels.

Hierarchical Clustering Tree (by both min and max):

Lever

NN |
Red Snapper Flounder

Horse Cow Fox Tiger Trout
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The two methods produce different results when the similarity matrix
diverges from-a direct-representation of a true taxonomy. To see how they .
differ, let us take another animal example. Our existing cluster contains
horses, cows, and -porpoises. Our new items are sharks and lizards. Our
similarity measure, this time, is less:than a perfect reflection of true
taxonomic relations, and‘so is in part influenced by the:fact that sharks
and porpoises look 'a’Iot alike-and live'at least ailittle bit alike. 1In
Figure B below we can see thdt, in this highly oversimplified example, the-
minimum method puts ‘shdrks into''the cluster before lizards because of the
high porpoise--shark simiTarity!:''The 'maximum method puts-lizards in before
sharks because lizard's similarity to-éverything in the cluster is L,
while shark's lowest level of similarity to items in tﬁe;;lusféflié VL
(vexry low) to horse and csw; iﬁ 1i;§;is£ié aéplications, borrowing is the

logical counterpart of the convergence of sharks and porpoises. :

ik

‘"Fig B
H C P L' s VH: wvery high
Horse H: high
Cow ‘' Sty oo © M: medium: v
Porpoise H H L: low
Lizard LT STUEHT L ~NLz: - very low o
Shark VL VL M VL

e i
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In spite of \this example, however, the maximum method is not always
“ better fof all purposes than the minimum method. Let us suppose that our
similarity matrix does correctly represent the relation of sharks to
porpoises, but falls into another error by taking the relationship
between the features of warm blood and sea living too seriously and
therefore greatly undesestimates the lizard-porpoise similarit§;. In Figure

. C we can see that in this case the minimum method gives us thé_bétter

representation of the underlying reality, while the maximum method is

most affected by the error.

t Fig C
i
\ H c P L S
| Horse
{ Cow VH
- Porpoise H H
\ Lizard M M VL
L L L L

Shark’

i

/ g "\
N N, )
JowN : A
o E- «C-2P~ 'S
maximum
e

i Tel Ty Y :

In the presence of both errors the underlying reality may simpiy'be‘

unrecoverable, as we can see in Figure D.
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In the presence of both errors the underlying reality may simply be

unrecoverable, ‘as we can see in. Figure D.

Fig D
: H . C P e S
Horse
Cow .. VH _
Porpoise H H
Lizard i L L VVL _ .
Shark VL VL M VL
VVL
VL
L :
/
M
/
. A
FAA
VH ;
fN\ , \\ /A\\
H C P S L H C P S L
Minimum N Maximum

These illustrations lead us to the main point of this paper. In our

Salish Language classification problem we are assuming that genetic

relations among languages form the same sort of taxonomic structure as dg

the phylogenetic relations. of species of animals to one another. We are
also assuming that the:oniy other factor with a majorrinfluence on the
similarity values is the borrowing of basic vocabulary by one language
froﬁ é;6£éér{6£ b§'bbﬁﬂ fQoﬁfébﬁe thirdbianguage.' If we can shoﬁatﬁét
borrowing is more likely to produce one kind of deviation from the

similarities produced by the genetic relations (cf Fig B) than it is the

-—
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othér kind of deviation (cf Fig C), then we will be able to use one of the
methods as a reasonably direct representation of the genetic relations
among the languages rather than having to guess at the different effects
of shared descent and borrowing.

In the discussion that follows we will show that borrowing is much more
likely to raise speéific pairwise similarity scores than to lower them, and
thus that the maximum method gives a much more accurate picture of the
genetic relations among a group of languages than does the minimum method -
or any obvious kind of averaging method.. In this situation the minimum -
method structure represents the effects of~borrdwing on the pattern relations.
We will first show this result in a general way with some simulatedﬂéxamples.
We will then apply our technique to the Salish ‘languages and adduce some
independent ethnographic and geographical data in support of our subgrouping
and the history of separations and contacts that it entails.

‘In this discussion we are speaking of 'a word as related to another -
word if it has the kind of sound meéaning correspondence spoken of by
Swadesh in his lexicostatistics discussions. Pairs of words lacking such
correspondences are considered unrelated--even if each member of a given
pair is cognate to some other word in the language of the other werd of
the pair. This kind of relatedness can only take on one of two values for
any given pair of words: ‘“related" or "unrelated"; at the level of :
individual words there are no dégrees of relatedness. There are degrees
of relatedness among languages; the degree:of relatedness between two
languages‘is‘represented‘in the data set by the percentage of basic:

vocabulary words in the two languages which are "related". It is important
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to hote.thev"all‘or nothing" nature of relatedness between pairs of words
in Swadesh's;system because several of the inferences which we will draw
in theAdischssion that.follows concernlng the effects of different kihdsl
of borrowing will depend on this fact.v - |

Now 1et ds_tdrn to Figure G. Language D's‘bre-replacement vocabelaryv
will consist.of four parts. a) words unrelated to the family by whatever
rule is used for calculatlons shared as in vocabulary, b) words related to
a branch of the famlly that does not lnclude E, c) worxds related to a
hlgher branch of the famlly which includes both D and E (whlch words are

also possessed by E), d) words related to a hlgher branch of the famlly

._whlch 1ncludes both D and E (whlch words, however, are not possessed by E)

E's pre-donation vocabulary w1ll 1nc1ude c) from above, as well as e) words

_related to a hlgher branch of the famlly which includes both D and E

(which words, however, are not possessed by D), £) words unrelated to the
famlly by whatever role is used for calculating shared basic vocabulary,
and g) words related to a branch of the famlly that does not 1nc1ude D.
When D borrows vocabulary from E, any of its fotr kinds of words may be
replaced by any ofvE's four. To explore the effects such a borrowlng
might have'oh'the apparent taxohomic tree otherwise (bre-borrowlhglv
impliolt:ln_the matrix of basic‘vocabulary similarities, we now.wishnto~‘
indicate which replacer/replacee combinations can occur and what ééféé&'"”
each 90351ble comblnatlon will have on the pattern of sxmllarltles. -

Type a words 1n D can be replaced w1th types e, £, and g from E. .

gux\km1uu&They cannot be replaced w1th c because, by the def1n1t1on of c, D's

e 2 g
(KM-& X

Xﬂﬁfun»hﬁ

.equivalent word would also have to be a type Cc one. Type b words in D

cd
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can be replaced with types f and g from E. Type c replacers arc ruled out
as before, and type é;érelfuled out because b words are defined as belonging
to D's branch (vs. E's branch) while e words are defined as belonging to
both branches (e&envif D itself doesn't have them). Type'c words"can‘only
be replaééd'by type ¢ words, as explained. Type d words can only be éxaihd'ﬁwvumﬁﬂg?
replaced by type £ reblacers since d are words that both branches have,
(even if E iﬁselfbdoeén't have tﬁem;'sihce E doeSn‘t ﬁévé the d word and
since there cag.be no other faﬁily bbééibility (by the definition of 4), E
can only offéi“an £ woid: |

In the discuséion thatéféiiow;:aﬁféipressién such as f/a will signify
that a type f wofd froh E reﬁiécéé anéyée a word in D. c/c borrowings will
obviously hé&e no effect én the number of cognates between D and E, nor
on the number of cognates betweég D and any other language. £/a borrow-'
ings will inéréése the number of D'ﬁ similarities, but, since both f words
and a words:é;é ;on-family,'wiil haQe no affect oh‘D's similarities to any
other laﬁguaéés in theAfamily.v £/b bcrro&ings will increase the number of
D E similaﬁties; thége borxowihgs will alsc decrease D's similaritiés to -
other langﬁége; in it§ branch since words from its branch are being re-'
placed by néﬁ—f;mily wbr&s. :f/dAborrowings will increase the number ‘OF
DE simiiériéié;{‘theée bofrd&ihés will also lower D's similarities to
other languagé; in.tﬁé famii&qéiﬁée family words are being réplaced by
unrelated wordé;f‘e/a bogroéiﬁgs replacing unréiated words with family
words, will increase D'é‘éiﬁilaritieS'to the rest of the family. g/a
borrowinég; béftepiééiﬁé ﬁon—fémily words with words from E's branch, will &

increase D's similarities with'E‘s brénch; but will not affect the D's
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similarities to its own branch.‘ g/b borrowings, by replacing D's branch
words with E's branch ones, will both increase D's similarity to E's
branch and decrease D's similarity to its own bganch.

¢/c borrowings obviously have no affect on the apparent taxonomic
tree embedded in the matrix of percentages of shared cogpqggs since they
change none of the percentages. Our technique for inferripg a téxop?mic
tree from a matrix of similarities is not affected by a particular raised
similarity value such as the D E value would be because of f/a type
borrowing--as long as D and E still have higher similarities to languages
in their own branches. Similarily, raising D's similarities to all the
rest of the family with e/a borrowings would not affect our inferred
taxonomic tree--except at the lowest levels in the unlikely event that
D's increased number of cognates made it more similar to each of the
various members of a sub-branch than.the members were to each other.
Similarly, g/a borrowings would not affect the inferred tree unless D's
borrowings were sufficiently numerous to make D's sim@larities to al; of
E's branch higher than its similarities to any of its own branch. No;e
that each of :the types of borrowings just mentioned can have no affect
on any aspect of the tree beyond simply the placemen; of D itselg-—that
is, the worst that could happen even if the borrowings were sufficiently
large (and E already sufficiently taxonomically close to D) to make D
more similar to E than to its closest relatives would.be to}simply
mislocate the single language, D, in an otherwise correct tree.
"Sufficiently large" seems quite unlikely for basic vocabg}ggy data un-

less D and E are already quite closely related since Swadesh (1951:13)
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reports studies which show that the absolute amount of borrowed basic
vocabulary for a given pair of languages will be well under 10%--i.e. a
small number; this means that D’'s similarities to E's branch must already
(naturally) be within 10% of its similarities to the closest members of
its own branch before borrowings can affect the inferred tree. The most
such borrowings. can do is cause minor local mistakes; the cannot affect
the basic shape of the tree.

f/d borrowings both raise D's similarities to E and lower D's
relations to the.rest of the family. But, unless this. borrowing makes D
more-similar. to E, than.to.anything else in,.the family, it:will have no
affect on:the shape of the inferred .tree.  £/b borrowings: have slightly
greater possibilities for affecting D's placement.since they both raise
D's similarities to E and lower D's similarities to D's own branch.

For both of the above kinds of borrowing, there will be little
affect on the taxonomic tree. The amount of borrowed similarity can only
be small, as explained above, and it can only lower D's relatedness to
its own close kin. For reasons just explained such borrowing cannot

place D closer to E in the tree unless they are already quite genetically

: close.

g/b borrowings seem to be the only kind that present any real
possibility of affecting the inferred taxonomic tree since they both
lower D's similarity to its own branch and raise its similarity to E's
branch. This raising and lowering doubles the pqssible magnitude of the
effects of borrowing, and allows the possibility that such effects would

be non-trivial. But note that still the only actual effect would be to
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place D in the wrong branch the other relationships would be unaffected.
Also note that our dlscu551ons of borrow1ng have been based on the
magnitude of total borrow1ng. To assess the actual 11kellh00d that g/b
borrowxng could be sufflclently large to have any affects we need to
consxder how large a ploportlon of the total borrowxng could be represented
by the g/b type.n To ‘the extent that D's and E's branches spllt apart
recently one would expect a h1gh proportlon of the vocabulary’of each

to be common to both branches (types 4, 4, or e), the recent dlvergence

of D's branch from E s branch would only allow the development of llttle
basic vocabulary that was pecullar to one or the other branch To the |
degree that D and E 'S branches split apart a 1ong time ago, the proportlon
of branch words should be hlgher. This last possxblllty--that there was h
a very hxgh degree of borrow1ng between two dlstantly related 1anguages
(in which words_cognate'to_the receiver's closer relatives but not to

the lender were replaced with words.cognate to the lender's closer
relatives~—would pose‘the blggest threatrto the mathod; It is
possible that,_in such'a sltuation, D cculdlerroneously be assigned to

E’ s branch but note that, even here the basic shape of the taxonomlc tree

would be unchanged by D's mlsp051t10n1ng. Thc only ways that the true

pattern of genetlc relatlons could be suff1c1ently ruddied to be 1rretr1evable

by a method such as thls would be l) 1f D was the only (or one of only a
very few) member of lts (true) branch in the data set (whereln mov1ng D )
would wipe the branch out) or 2) if a large number of other languages 1n
D's. branch had extensxvely exchanged vocabulary w1th a 1arge number of
languages in E svbranch,ﬁ The second condltlon could be detected by the

absence of clear patterns in the similarity matrix.
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Thus, in general the methods being discussed in this section of the
paper should be able, by themselves, to induce the correct genetic tree.
In the one kind of case where they might not be able to do so, there should
be clear and massive evidence of relatively recent widespread intensive
ccntact among‘languéges in the two groups. If one has such an amorphous
matrix from which either of two alternative groupings could be inferred,
and if the residual similarities in the one case can be accounted for by
known extensive contact but in the other case cannot be so accounted for,
then one can use this kind of GXteﬁnal dvidence to resolve the thus
circumscribed'béfsién‘of fﬁe Classifiéation problem created by this
borrowing. It should be nofed that such extrhesive borrowing of basic
vocabulary'(suffiéiénﬁﬁﬁéﬁéréétéléuch”a situation) could only occur
extremelyﬁféréiiiaﬁd only'{n‘ﬁaét unusual contact situations.

Having laid out the reasdns fof:expecting the maximum method to
better fepreééﬁf Eﬂéjérue?géﬁéfic relations among a set of languages -
than the minimﬁﬁ ﬁéﬁﬁoé;jﬁéjhéﬁld now like to turn to the example in’
Figure E in 6fdé£;t6iiiiu§tiate ﬁhé actual effects of borrowing on the
form of genetic tféés recovered with hierarchical clustering. Figure F
is baged on éﬁe s;ﬁéjffﬁe'géneﬁic tfee as was E. But we have now
included a geéérébhiéal.distribution of the various languages and based
borrowiné effé;té on this distribution, as'éxplained in the figure. 1In
that example, languages'that geographiéally border on one another but do

not belong to the same immediate cluster have had their similarity scores

substantially incremented; the one langiage that has become geographically

separated from all other members of the family has had its similarity

scores with all other members of the family substantially lowered. The
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second similariﬁy matrix”in the figure represents the empiricall§ observed
pairwise similarities for the family (after this borrowing has had its
effeéfs). The two trees'represent, respectively, the results of the two
Johnson méthods applied to this matrix. We can see that both methods
place Iénguages B-J correctly, but that only the Maximum Method'places
languagévhuéofréctiy. MAX has correctly recovered the shape of the tree,
while Miﬁ has not! The relative taxonomic depth of different parts df‘v
the familyjtree has been somewhat disrupted, however, by A. Given the
obvious nature 6f.theis§éciﬁl geographic effects oh A, one céﬁld’noﬁ
remove A from.Eheléégié,cie-CIﬁétér it, and get én improved'figure féf'
the taxonomic aépth’of'taé original ABCD-EFGHIJ split.

In Figure G we again consider the same "real" family tree as in

Figures E and F. But this time we complicate the effects of borrowing by

considering the'ﬁistory of the geographical distribution of the members
of the family. The family has moved through stages I - ViII; stagés VI
and VII have had the indicated effects on the'similarity scores. In
this exampie; the MIN method mispiaces the BCD branch while the MAX

method correctly recovers the shape of the "real"” tree. Again, the

relative taxonomic depth of certain nodes is somewhat distorted b& A; and

again, fe;clusteriné without 2 would better febfesent these depths;"
Figure"H considers the samé data as aid G, but with an additidnal

complicatiﬁn: much of the space between A and B, C has been filled by

a languége from ah entirel&hdifferenf family from A-J K, and K has

exchanged extensive vocabulary with its neighbors, B and C.  Our linquist

has only been éonsidering the problem of sub-grouping languadeés already

known to belong to a single family, but in this case he was misled by K's
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strong similaritiesvﬁo B and C and tentatively included it iﬁ‘gﬁeﬂfamily.
The MIN metﬁod‘seriously‘misplaces both K and J, while the MAXAmethod‘once
again recove;s ;hﬁ.#real# treef MAX dqgs includgiK on thg trée since it‘ |
has nowhere le;A£glpgt it‘but only étAé ieveliofiﬁas%c ;ocabﬁla?y.pve;iép‘
which is weli within the realm of chance, ;.e. 2%. 'On;tﬁe.basis of this
outcome, one could next remove K from the similarity matrix and, refcluster;
the result would be Figure G (whicﬁ would confirm the family subgrouping
found by MAX in Figure H).

Again starting with_the)s#tuation described in Figuge G, {gt us assume
that in the transition from Stavg-v to Stage VI the.Y/Z %n§.¥/5 similarity
scores were (rather massively) iowered by 30s%. Fiéﬁye ; p%eseﬁ£s this

situation. 1In this case, both MAX and MIN proddce thekggmefiincorrect,
tree by misplacing A. If the historical changes are méésivé enough and
biased enough, the original tree can become irretrievable from this kind
of data by this'kind of method, but note that MIN still is not better than
MAX and that the degree of bias and the size of its effect in this example
has been quite spectacular. The degree of error in this example may alsc
be considered fairly small in the sense that dnly -the one language is out
of place in an otherwise corréct tree€. :

We would like to suggest ‘that the above results look quite good. To
give the reader an idea how good,:and to indicate' that the structures
found do indeed inhere in the data matrix ratheér than -tautologically in
the method, we would now 'like to' donsider one furthér éxample. Figure J
deals with the same languagés that were introduced in Figure G. Only in

this example we hiave‘baseéd’ the similarity matrix on the geographical’
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distance (measured in millimeters with a ruler) for each pair of languages
from the éenfér‘gf‘éne to the center of the other. In order to make these
geographidélAdigganéé based similarities directly comparable with the
cognéte basic vééabulary based similarities, we have transformed the ruler
meéSuééménéé g§qﬁﬁltipi§iﬁg each one by 2 and thén'éuﬁtracting:the product
from 100. This transformation is purely for our benefit sinée the method
wbrks équaily well on thée untransformed data and produces the same picture
in eithef iﬁétanéé.'

Only MIN produces even a trivial structure, and neither MAX nor MIN
piéanées anything even reﬁbtéi§ close to the true taxonomic picture. When
théidéféjié geﬁﬁinely'ﬁot gérﬁétufe&’tékdhoﬁiéélly the method or techniques
demonsi#étes the fact cléaily--ﬂQ'féilin&"ﬁééri}’in{cggguterese‘the‘maximum

reads G.I.G.0. (garbage in, garbage out)!

III  The Salish Results .. .. , .
- Our. Diameter and quneg;edpgss methods yield the following differences
(cf. Figure 4): .

1) By the Diameter methqq,va joigs Pe, Ka, Sp, Ok before C;ljpins
those languages; by the Connectedness method, Cx jqins_them befo;é qu
Recall that Swadesh kept Cm and Cr separate until theﬂfinal Inte:iorli
Division clustering. Dyen places Cm and Cr wi;h Pe, Ka, Sp, apd»Ok but
does not distinguish an order. Jorgensen joins Cm first, then C;,
agreeing with our Diameter method but collapsing the distagcg between the
two nodes ;to a much smaller distance than the Diameter method. | |

-.2) :By the Diameter method, Sq joins Nn;and”Ex:after Nt”joip§‘Nnvap§

Fr; by the:Connectedness method Sq joins Nn and Fr before Nt qoes.
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Swadeshxdid no£ include N£ dr Sqg with ﬁn and Fr until his Nanaimd'Gréﬁp,
Lkungen éfoup, éq, anvat joined in the South Georgia Branch. Dyén joined
Sqg and Nt into his South éeorgia Branch but does not distihguish orderfof’.
clusterinés. Jorgenéen‘agrees with our Diameter method.

3) By the Diameter method, Ti joins the interior lahguages (cr, Cm,
Pe, Ka, Sp, Ok, Sh, Th, and Li) and Bé joins the central and north coastal
languages (Cl, ILm, Lk, Nt, Nn, Fr, Sg, Pt, St, Cx); by the Connectedness
method, Be and Ti join, simultaneously, all the other languages in the
final clustering. Recall that Swadesh and Dyen both gave Ti and Be
separate divisions. On Jorgensen's diagram, Ti joins the interior
languages, agreeing<with our Diameter method while Be joins all the other
languages in the final clustering.

4) By the Diameter method, the 'South Georgia Branch' (Cl, Lm, Lk,
Nt, Fr, Nn, and Sq) joins with the 'North Georgia Branch' (Pt,‘St, Cx)
and Tw; Ni, Sn, and Sk join with the 'Olympic Branch' (Qu, Lo, Sa, Ch, and
Cw). Also, the south coast languages (Qu, Lo, Sa, Ch, Cw, Tw, Ni, Sn, Sk)
join the interior languages; the central coast languages (Cl,_Lm, Lk,
Nt, Nn, Fr, Sq) are clustered with the north coastal languages (Pt, St,
Cx .and Be). Jorgensen has the South Georgia Branch (Cl, Im, Lk, Nt, Fr,
Nn, Sq) with Puget Sound languages (Sk, Sn, Ni)dand Tw; Jorgensen joins
North Georgia, South Georgia, Puget Sound, and Olympic Branch languages
into the Coastal Division at his second to last clustering. Recall that
Swadesh kept North and South Georgia branches distinct from eacthther
and from the Olympic Branch while Dyen further differentiated thg South
Georgia and Olympic Branches; Tw was kept a separate member of.phe‘Coast

Division by both.
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This last Diameter method clustering, representing by far the most
significant differencg betwgen our results andlfhg.thr;evﬁrévious class~ |
ifications, wasshigt¢d>aghby Swadesh in his comments on the earlier
discussion of thé Salishéﬂ‘langnages by Boas (Boas and Haeberlin 1927):

Boas' division of Salishan into Coast and Interior

dialects was surély never intended to be more than

a qqnvenient geographic breakdown with only approx-

imate linguistic implications (Swadesh 1950:163).
In spite of this hint by Swadesh, practically all who have since discussed '
Salish classification have retained the strict Coast, Interior division.
On the other hand, we find (by the Diameter method) that at the higher
levels of thé’familylfréé;*éndiséparating out the effects of borrowing, the
more southerly coastal Salish languages form a clustering with the languages
of the interior separate from the more northerly coastal languages.  The
south éo&ét]interibi'élhsterihq'includes Tillamook and the north coast
clustering includes Bella Coola. -

A brief look'at}the'ethnogfaphic record supports the view that cultural
contacts of the sort conducive to linguistic¢ borrowing are inversely
related to‘éébgiaphic distance. The ethnographic record also supports
the view that cultural contacts between distinct groups are greater
where the density of waterways is higher, i.e. in the Puget Sound, Georgia
Straits area. Seasonal transhumance associated with seasonally distributed
resources.'pitfefns of local group exogamy, trade, and political alliances
contributed to frequent contacts among neighboring local groups, especially
those intercénnected by waterways (cf. Figure 5).

“For exgﬁpie: Olsen writes that among the Quinault, central Olympic -

peninsula, many marriagés were intervillage, and because of the samll size
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of the Quinault 'tribe’ together with kin-group exogamy requirements,
intertribal marriages were frequent (Olsen 1936:106). Contacts were with
those to the immediate north and south, e.g. the Clallam, Chinnok, and
Lower Chehalis as wgll as‘with those somewhat further away, e.g. the
Tillamook (Olsen 1936:124). Gunther observes that the Clallam only rarely
traveled over trails inland; such travel was considered a 'great hardship’
(Gunther 1927:212); she observes that yhe Clallam knew of and had contacts '
with the Lummi and Swinomish across thé straits as well as their immediately
adjacent neighbors, e}g; the Makah. On the other hand, the Skagit,
Skykomish, and Snuqualmi, who live more inland, across the straits to the
east, are 'almost uﬁknown'; clallam meet frequently with the Snohomish
who traﬁel the same watéfways. Smith ﬁotés that Puyallup-Nisqually had
contacts with Snoqualmie, Skagit, Sahaptin speakers, Chehalis, and Twana
among others. Contacts were especially along waterways and the more
narrow interfleuves. Smith alsc observes that exogamous marriages were
recognized by Puyallup-Nisqually as a means of forming alliances between
villages (Smith 1940:42-43).

We have less information on the interior Salish groups but such as
we do have indicates, because of the greater distances involved and less
dense distribution of waterways, fewer intergroup contacts. For example
the Coeur D'Alene were in contact with Spokane, who were near-by, and to
a less extent with Pend d'Oreilles and Nez Perce, the latter being
Sahaptin [?] speakers. Informants indicated to Teit that Coeur D'Alene
married with non-Coeur D'Alene, e.g. the not too distant Columbia,
infrequently (Teit 1930:40). Okanagon contacts, including intermarriages,
were with those near-by, e.g. the southern Okanagon with Columbia to the

south and Shuswap with northern Okanagon.
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FIGURE E

1
.C D E F G H I J-

# = Percentages of shared cognates in basic vocabulary.
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FIGURE F

Hierarchical Clustering Examples
’rk‘s)\
The 'real' family tree of a more Table of Pairwise Similarities

complicated, but equally non-
existant example.
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FIGURE G ‘

HIERARCHIC:.L CtUSTERING EX/MPLES

Use the same "real" family tree and Table of Pairwise similarities
from Common Ancestry as in Figure F. Let's repeat the tree (and add
labels for the nodes) but not the Table! Now let's give the family

a geographic history and let's indicate effects on pairwise similar-

ities via borrowing as we go.

XY similarity = T415
- 4fnticipating that we still
have 30% of our diift to go
’before'"the present". Let's
prorate figure accordingly
= +11 = 15-.3(15)

T
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DE +15 EH +15 ]
DG +15 dJ +15 ing.

from Common fncestry and Borrow-

" EG +15 1J +15

~BCD BP GHI 1
! ! ! ! .

28 [ 15

: -. zsi g c
P \ 22@&&2@0 P
N 143\ 30416 E

i \\\ 14150 313160 F
i NhiOxOJoich G
. \ {ry 20 2020155740 90 1
Ly / / \ 114120 20 2490 4000 ¢ I
(o D B T y o020l 30204y 1 T

Minimum Method : _
. ! Notice that the maximum method
does better than the minimum
2 ‘ o method by placing 4 correctly.
XY And also J! Maximum is better

4 i than minimum in two places and-
“0 \\\\ > essentially matches form of
29 TRUTH. Minimum is nowhere better

4 // than maximum.
i \ 0.E.D.

/i«‘*‘ABCD EFGA T 7

Maximum Method



154

FIGURE H

Same as Figure G, but with
addition of unrelated language
K, which has borrowed heavily
with B and C.
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FIGURE I

cf Figure G
Let us assume that YZ and YJ are lowercd .3 by thc scparation

of Y in space as I sort of mistakenly said in Figure G.

Y=E,F . Y2/3=30 (rcal life)

7=G,d,1 -.3x: .Tx30=.21 from scparation
U=YZ Y/2=40 (rcal life)

-.3x: .7x40=.28 from separation

EG: +15

EH: +15 .28+.15;54?

Real tree in Figure F
This table is like the one in Figurc G ‘except for (E,F)x(G,H,I,J)
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the original trce can be irretriev-
able from the kind of data.

But a) Minimum still not better
than Maximum

b) these biases are pretty

LB C D E F spectacular

Minimum Mcthod



156

FIGURE J
HIERARCHICAL CLUSTERING EXAMPLES

Just to indicate that the preceding results were not merely
happenstance, let us take the geographical distribution from Figure
F (reproduccd herc), measure the distences between language centers,
construct a table of pairwise similarities from these, and hierarch-
ically cluster the distances. ) .
To méke.the distance similarities directly comparable with the
cognate based basic vocabulary similaritics (for our benifit alone,
- the technique can take either form of data and produce the same result)
let us measure the distances in millimeters, multiply :the distance by
2, and subtract that number from 100.
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(Dyen 1962:157; cf. Swadesh 1950:159;
cf. Jorgensen 1969:20)
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Portion of Pacific Northwest showing location of Salish and

adjacent language stocks.

Solid lines enclose stocks, broken

lines bound Salish languages (except isolated Bella Coola and

Tillamook.

Sq, Squamish; Ha, Halkomelem; St, Straits; Nk, Nooksack; Ps,
Puget Sound; Tw,TWana; Qn, Quinault; LC,Lower Chehalis; UC, Upper
Chehalis; Cz, Cowlitz; A, Athapaskan; Q, Quileute; C, Chemakum.
Eastern portion of Wenatchee-Columbia boundary may adjoin Kalispel

Rivers have been omitted.

group.

Abbreviations: Cx, Comox; Se, Sechelt; Pe, Pentlatch;





